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#### Abstract

The discrepancy of a sequence of pseudo-random numbers generated by the linear congruential method, both homogeneous and inhomogeneous, is estimated for parts of the period that are somewhat larger than the square root of the modulus. The analogous problem for an arbitrary linear congruential generator modulo a prime is also considered, the result being particularly interesting for maximal period sequences. It is shown that the discrepancy estimates in this paper are best possible apart from logarithmic factors.


1. Introduction. Let $m \geqslant 2$ and $r$ be integers, let $y_{0}$ be an integer in the least residue system modulo $m$, and let $\lambda$ be an integer relatively prime to $m$. We generate a sequence $y_{0}, y_{1}, \ldots$ of integers in the least residue system modulo $m$ by the recursion $y_{n+1} \equiv \lambda y_{n}+r(\bmod m)$ for $n=0,1, \ldots$ The sequence $x_{0}, x_{1}, \ldots$, defined by $x_{n}=y_{n} / m$ for $n=0,1, \ldots$, is then a frequently employed sequence of pseudorandom numbers in the unit interval $[0,1]$ and is said to be generated by the linear congruential method. In the discussion of this method, one usually distinguishes two cases: the homogeneous case $r \equiv 0(\bmod m)$ and the inhomogeneous case $r \not \equiv 0$ $(\bmod m)$. In both cases, the sequence $y_{0}, y_{1}, \ldots$ is eventually periodic. From the observation that the predecessor of each $y_{n}$ is uniquely determined because of the relative primality of $\lambda$ and $m$, it follows that the sequence $y_{0}, y_{1}, \ldots$ is, in fact, purely periodic. We denote the length of the period by $\tau$. Then the sequence $x_{0}, x_{1}, \ldots$ is purely periodic with period $\tau$.

In the first paper [7] of this series, the author has studied the distribution in $[0,1]$ of the full period $x_{0}, x_{1}, \ldots, x_{\tau-1}$ in the homogeneous case, under the assumption that $\lambda$ is a primitive root modulo $m$ and $y_{0}$ is relatively prime to $m$ (see [6] for a slight improvement of the result). It turns out that the empirical distribution of the points of the full period provides an extremely good approximation to the uniform distribution in $[0,1]$. However, in many practical situations one will only use an initial segment of the full period, simply because the period $\tau$ is too large in most of the interesting cases. Therefore, in the second part [8] of this series, the distribution of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ with $1 \leqslant N \leqslant \tau$ in the interval $[0,1]$ was considered. The requirement that $\lambda$ be a primitive root modulo $m$ was abandoned, but the discussion was still confined to the homogeneous case. Satisfactory results were obtained for values
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of $N$ somewhat larger than the square root of the modulus $m$. One of the objectives of the present paper is the extension of these results to the inhomogeneous case.

For sufficiently large $N$, one will expect the empirical distribution of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ to be close to the uniform distribution in [0,1], at least for wellchosen random number generators. The deviation between the two distribution functions is measured by the so-called discrepancy. For real numbers $\alpha_{1}$ and $\alpha_{2}$ with $0 \leqslant$ $\alpha_{1}<\alpha_{2} \leqslant 1$, let $A\left(\alpha_{1}, \alpha_{2} ; N\right)$ be the number of $n, 0 \leqslant n \leqslant N-1$, with $x_{n} \in\left[\alpha_{1}\right.$, $\left.\alpha_{2}\right)$. Then we define the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ by

$$
D_{N}=D_{N}\left(x_{0}, \ldots, x_{N-1}\right)=\sup _{0 \leqslant \alpha_{1}<\alpha_{2} \leqslant 1}\left|A\left(\alpha_{1}, \alpha_{2} ; N\right) / N-\left(\alpha_{2}-\alpha_{1}\right)\right| .
$$

For the general theory of discrepancy, see the book of L. Kuipers and the author [4, Chapter 2].

We shall estimate the discrepancy of $x_{0}, x_{1}, \ldots, x_{N-1}$ for $1 \leqslant N \leqslant \tau$, in both the homogeneous and the inhomogeneous case. We concentrate on the important classes of moduli, namely, primes and prime powers. For results on general moduli in the homogeneous case, see [8, Section 5]. It should be clear how to use the methods of the present paper in order to obtain slight improvements of these results as well as extensions to the inhomogeneous case. The main tools of our investigation are an inequality of the author and W. Philipp [12] and estimates of character sums involving linear recurring sequences that were established in [10]. Incidentally, these estimates are also of importance in the study of the cycle structure of linear recurring sequences in finite fields (see [11]). The possibility of obtaining the results of the present paper by means of the estimates in [10] was already announced in [9].

A brief survey of the contents of the paper follows. In Section 2, we take up the homogeneous case. This has already been dealt with in [8], but we shall show how to refine the methods of that paper in order to get various improvements. However, the resulting estimates are again only of interest when $N$ is at least of the order of magnitude $m^{1 / 2+\epsilon}$ for some $\epsilon>0$. In Section 3, the inhomogeneous case is treated on the basis of the estimates in [10]. Essentially, the remark concerning the order of magnitude of $N$ is also valid in this case, although the situation is a bit more complicated because of the appearance of one more parameter. Since they can be treated by similar methods, we study pseudo-random numbers generated by higher-order linear recurrences in Section 4. The most interesting pseudo-random numbers of this type are based on maximal period sequences in finite fields, and their use was suggested by R. C. Tausworthe [13] and D. E. Knuth [3, p. 27], among others. In the last section, we show that the estimates of this paper are best possible apart from logarithmic factors.

It should be pointed out that the subsequent discrepancy estimates imply error estimates for quasi-Monte Carlo integrations using the points $x_{0}, x_{1}, \ldots, x_{N-1}$ as nodes (compare with $[8$, Section 6$]$ ). We remark also that the methods of this paper can be used to obtain results concerning the serial test for pseudo-random numbers generated by the linear congruential method. The author intends to treat this subject on another occasion.
2. The Homogeneous Case. We consider the sequence $y_{0}, y_{1}, \ldots$ of integers described in the introduction, generated by the recursion $y_{n+1} \equiv \lambda y_{n}(\bmod m)$ for $n=0,1, \ldots$ It is customary to assume in the homogeneous case that $y_{0}$ be relatively prime to $m$, and we shall do so in the sequel. Then the period $\tau$ of the sequence $y_{0}$, $y_{1}, \ldots$ is equal to the exponent to which $\lambda$ belongs modulo $m$. The corresponding sequence $x_{0}, x_{1}, \ldots$ of pseudo-random numbers in the unit interval [ 0,1 ] may also be described explicitly by $x_{n}=\left\{\lambda^{n} y_{0} / m\right\}$ for $n=0,1, \ldots$, where $\{t\}$ denotes the fractional part of the real number $t$. The discrepancy of $x_{0}, x_{1}, \ldots, x_{N-1}$ with $1 \leqslant$ $N \leqslant \tau$ was already estimated in [8]. We shall present various improvements in this section.

We first discuss the case that $m$ is a prime. Some auxiliary results on trigonometric sums are needed. They ameliorate corresponding lemmas in [8]. Throughout this paper, we write $e(t)=e^{2 \pi i t}$ for real $t$.

Lemma 1. Let $m$ be a prime, let $b$ and $\lambda$ be integers not divisible by $m$, and suppose $\lambda$ belongs to the exponent $\tau$ modulo $m$. Then,

$$
\begin{equation*}
\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| \leqslant(m-\tau)^{1 / 2} \tag{1}
\end{equation*}
$$

for every integer c divisible by $\tau$, and

$$
\begin{equation*}
\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| \leqslant m^{1 / 2} \tag{2}
\end{equation*}
$$

for every integer $c$ not divisible by $\tau$.
Proof. For integers $a$ and $c$, write

$$
\sigma(a, c)=\sum_{n=0}^{\tau-1} e\left(a \lambda^{n} / m\right) e(c n / \tau)
$$

The general term of this sum, considered as a function of $n$, is periodic with period $\tau$. Therefore, for any integer $y$, we have

$$
\sigma(a, c)=\sum_{n=0}^{\tau-1} e\left(a \lambda^{n+y} / m\right) e(c(n+y) / \tau)
$$

and so,

$$
\begin{equation*}
|\sigma(a, c)|=\left|\sum_{n=0}^{\tau-1} e\left(a \lambda^{y} \lambda^{n} / m\right) e(c n / \tau)\right|=\left|\sigma\left(a \lambda^{y}, c\right)\right| \tag{3}
\end{equation*}
$$

Since the integers $b \lambda, b \lambda^{2}, \ldots, b \lambda^{\tau}$ are pairwise incongruent modulo $m$ and not divisible by $m$, it follows from (3) that

$$
\begin{aligned}
\tau|\sigma(b, c)|^{2} & =\sum_{y=1}^{\tau}\left|\sigma\left(b \lambda^{y}, c\right)\right|^{2} \leqslant \sum_{a=1}^{m-1}|\sigma(a, c)|^{2}=\sum_{a=0}^{m-1}|\sigma(a, c)|^{2}-|\sigma(0, c)|^{2} \\
& =\sum_{h, j=0}^{\tau-1} e(c(h-j) / \tau) \sum_{a=0}^{m-1} e\left(a\left(\lambda^{h}-\lambda^{j}\right) / m\right)-|\sigma(0, c)|^{2} \\
& =m \tau-|\sigma(0, c)|^{2} .
\end{aligned}
$$

The inequalities (1) and (2) are immediate consequences.
Lemma 2. For any positive integers $A$ and $B$, we have

$$
\begin{equation*}
\sum_{c=1}^{A-1}\left|\sum_{y=0}^{B-1} e(c y / A)\right|<\frac{2}{\pi} A \log A+\frac{2}{5} A . \tag{4}
\end{equation*}
$$

Proof. The lemma is trivial for $A=1$. For $A \geqslant 2$, we have

$$
\left|\sum_{y=0}^{B-1} e(c y / A)\right|=\frac{|e(c B / A)-1|}{|e(c / A)-1|}=\frac{\sin \pi\|c B / A\|}{\sin \pi\|c / A\|} \quad \text { for } 1 \leqslant c \leqslant A-1
$$

where $\|t\|$ denotes the absolute distance from the real number $t$ to the nearest integer. If $S$ stands for the expression on the left-hand side of (4), then

$$
\begin{aligned}
S & =\sum_{c=1}^{A-1} \frac{\sin \pi\|c B / A\|}{\sin \pi\|c / A\|} \leqslant \sum_{c=1}^{A-1}(\sin \pi\|c / A\|)^{-1} \\
& \leqslant 2 \sum_{c=1}^{[A / 2]}(\sin (\pi c / A))^{-1} .
\end{aligned}
$$

Now, by the usual method of comparing sums with integrals, we obtain

$$
\begin{aligned}
& \sum_{c=1}^{[A / 2]}(\sin (\pi c / A))^{-1}=(\sin (\pi / A))^{-1}+\sum_{c=2}^{[A / 2]}(\sin (\pi c / A))^{-1} \\
& \quad \leqslant(\sin (\pi / A))^{-1}+\int_{1}^{[A / 2]} \frac{d x}{\sin (\pi x / A)} \\
& \quad \leqslant(\sin (\pi / A))^{-1}+\frac{A}{\pi} \int_{\pi / A}^{\pi / 2} \frac{d t}{\sin t} \\
& \quad=(\sin (\pi / A))^{-1}+\frac{A}{\pi} \log \cot \frac{\pi}{2 A} \leqslant(\sin (\pi / A))^{-1}+\frac{A}{\pi} \log \frac{2 A}{\pi}
\end{aligned}
$$

Now, for $A \geqslant 6$ we have $(\pi / A)^{-1} \sin (\pi / A) \geqslant(\pi / 6)^{-1} \sin (\pi / 6)$, hence $\sin (\pi / A) \geqslant 3 / A$. This implies

$$
\sum_{c=1}^{[A / 2]}(\sin (\pi c / A))^{-1} \leqslant \frac{A}{\pi} \log A+\left(\frac{1}{3}-\frac{1}{\pi} \log \frac{\pi}{2}\right) A \quad \text { for } A \geqslant 6
$$

and so,

$$
\begin{equation*}
\sum_{c=1}^{[A / 2]}(\sin (\pi c / A))^{-1}<\frac{A}{\pi} \log A+\frac{1}{5} A \quad \text { for } A \geqslant 6 \tag{5}
\end{equation*}
$$

The inequality (5) is easily checked for $A=3,4$, and 5 , so that (4) holds for $A \geqslant 3$. For $A=2$, the inequality (4) is shown by inspection.

Lemma 3. Suppose the conditions of Lemma 1 are satisfied. Then,

$$
\left|\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)\right|<m^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{N}{\tau}(m-\tau)^{1 / 2} \quad \text { for } 1 \leqslant N \leqslant \tau
$$

Proof. We note that

$$
\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)=\frac{1}{\tau} \sum_{c=1}^{\tau}\left(\sum_{y=0}^{N-1} e(-c y / \tau)\right)\left(\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right)
$$

for $1 \leqslant N \leqslant \tau$. Thus, by Lemmas 1 and 2 ,

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)\right| & \leqslant \frac{1}{\tau} \sum_{c=1}^{\tau}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| \\
& \leqslant \frac{1}{\tau} m^{1 / 2} \sum_{c=1}^{\tau-1}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|+\frac{N}{\tau}(m-\tau)^{1 / 2} \\
& <m^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{N}{\tau}(m-\tau)^{1 / 2}
\end{aligned}
$$

Theorem 1. Let $m$ be a prime. Then, for $1 \leqslant N \leqslant \tau$, the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
\begin{equation*}
D_{N}<X \log (1+4 / X)+X \tag{6}
\end{equation*}
$$

where

$$
X=\frac{4 m^{1 / 2}}{\pi N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{4(m-\tau)^{1 / 2}}{\pi \tau}
$$

Proof. For $\tau=1$ or 2 , one sees easily that $X>1$, so that (6) is trivial in this case. Thus $\tau \geqslant 3$ from now on. This implies, in particular, that $m \geqslant 5$. We use an inequality of the author and W. Philipp [12, Corollary of Theorem $1^{\prime}$ ]: for any points $t_{0}, \ldots, t_{N-1}$ in $[0,1)$ with discrepancy $D_{N}\left(t_{0}, \ldots, t_{N-1}\right)$ we have

$$
\begin{equation*}
D_{N}\left(t_{0}, \ldots, t_{N-1}\right) \leqslant \frac{4}{L}+\frac{4}{\pi} \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(b t_{n}\right)\right| \tag{7}
\end{equation*}
$$

for all positive integers $L$. For the given points $x_{0}, x_{1}, \ldots, x_{N-1}$, we choose $L=$ $[4 / X]+1$. We note that

$$
m^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+(m-\tau)^{1 / 2} \geqslant \sqrt{5}\left(\frac{2}{\pi} \log 3+\frac{2}{5}\right)+1>\pi>\frac{\pi \tau}{m}
$$

so that

$$
\begin{aligned}
\frac{X}{4} & =\frac{m^{1 / 2}}{\pi N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{(m-\tau)^{1 / 2}}{\pi \tau} \\
& \geqslant \frac{m^{1 / 2}}{\pi \tau}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{(m-\tau)^{1 / 2}}{\pi \tau}>\frac{1}{m} .
\end{aligned}
$$

This is equivalent to $L \leqslant m$. From (7) we get

$$
D_{N} \leqslant \frac{4}{L}+\frac{4}{\pi} \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(b y_{0} \lambda^{n} / m\right)\right| .
$$

For $1 \leqslant b \leqslant L-1$, we have g.c.d. $\left(b y_{0}, m\right)=1$, so that we may use Lemma 3. For $b=L$, the coefficient of the trigonometric sum is zero, so that formally we may also use the upper bound in Lemma 3. We obtain

$$
\begin{aligned}
D_{N} & \leqslant \frac{4}{L}+\frac{4}{\pi N}\left(m^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{N}{\tau}(m-\tau)^{1 / 2}\right) \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \\
& \leqslant \frac{4}{L}+X \log L<X+X \log \left(1+\frac{4}{X}\right),
\end{aligned}
$$

and the proof of the theorem is complete.
In the case of $m$ being a prime, there is an alternative way of estimating $D_{N}$ that may sometimes yield an even better estimate than (6). This approach is based on the following general lemma that may be thought of as a crude version of the inequality (7).

Lemma 4. Let $m \geqslant 2$ be an integer, and let $z_{0}, z_{1}, \ldots, z_{N-1}$ be integers in the least residue system modulo m. Suppose that $\left|\Sigma_{n=0}^{N-1} e\left(h z_{n} / m\right)\right| \leqslant Y$ for $h=1,2$, $\ldots, m-1$. Then the discrepancy of the points $z_{0} / m, z_{1} / m, \ldots, z_{N-1} / m$ satisfies

$$
\begin{equation*}
D_{N}\left(\frac{z_{0}}{m}, \ldots, \frac{z_{N-1}}{m}\right) \leqslant \frac{2}{m}+\frac{Y}{N}\left(\frac{2}{\pi} \log m+\frac{2}{5}\right) . \tag{8}
\end{equation*}
$$

Proof. For $0 \leqslant \alpha_{1}<\alpha_{2} \leqslant 1$, let $A\left(\alpha_{1}, \alpha_{2} ; N\right)$ be the number of $n, 0 \leqslant n \leqslant$ $N-1$, with $z_{n} / m \in\left[\alpha_{1}, \alpha_{2}\right)$. For $j=0,1, \ldots, m-1$, let $A(j ; N)$ be the number of $n, 0 \leqslant n \leqslant N-1$, with $z_{n}=j$. Then, if $u, v$ are integers with $0 \leqslant u<v \leqslant m$, we can write

$$
A\left(\frac{u}{m}, \frac{v}{m} ; N\right)=\sum_{j=u}^{v-1} A(j ; N)=\sum_{j=u}^{v-1} \sum_{n=0}^{N-1} c_{j}\left(z_{n}\right)
$$

where $c_{j}$ is the characteristic function of the singleton $\{j\}$. Now

$$
c_{j}(z)=\frac{1}{m} \sum_{h=0}^{m-1} e(h(z-j) / m) \quad \text { for } z=0,1, \ldots, m-1,
$$

so that

$$
\begin{aligned}
A\left(\frac{u}{m}, \frac{v}{m} ; N\right) & =\sum_{j=u}^{v-1} \sum_{n=0}^{N-1} \frac{1}{m} \sum_{h=0}^{m-1} e\left(h\left(z_{n}-j\right) / m\right) \\
& =\frac{1}{m} \sum_{h=0}^{m-1}\left(\sum_{j=u}^{v-1} e(-h j / m)\right)\left(\sum_{n=0}^{N-1} e\left(h z_{n} / m\right)\right)
\end{aligned}
$$

and

$$
A\left(\frac{u}{m}, \frac{v}{m} ; N\right)-\frac{N(v-u)}{m}=\frac{1}{m} \sum_{n=1}^{m-1}\left(\sum_{j=u}^{v-1} e(-h j / m)\right)\left(\sum_{n=0}^{N-1} e\left(h z_{n} / m\right)\right)
$$

Using Lemma 2, we get

$$
\begin{aligned}
\left\lvert\, A\left(\frac{u}{m}, \frac{v}{m} ; N\right)-\right. & \left.\frac{N(v-u)}{m}\left|\leqslant \frac{1}{m} \sum_{h=1}^{m-1}\right| \sum_{j=u}^{v-1} e(-h j / m)| | \sum_{n=0}^{N-1} e\left(h z_{n} / m\right) \right\rvert\, \\
& \leqslant \frac{Y}{m} \sum_{h=1}^{m-1}\left|\sum_{j=u}^{v-1} e(-h j / m)\right|=\frac{Y}{m} \sum_{h=1}^{m-1}\left|\sum_{j=0}^{v-u-1} e(h j / m)\right| \\
& \leqslant Y\left(\frac{2}{\pi} \log m+\frac{2}{5}\right)
\end{aligned}
$$

Now let $J=\left[\alpha_{1}, \alpha_{2}\right)$ be an arbitrary subinterval of $[0,1)$. Then there exist subintervals $J_{1}=\left[\beta_{1}^{(1)}, \beta_{2}^{(1)}\right)$ and $J_{2}=\left[\beta_{1}^{(2)}, \beta_{2}^{(2)}\right)$ of $[0,1)$ such that $J_{1} \subseteq J \subseteq J_{2}$, the endpoints of $J_{1}$ and $J_{2}$ are rationals with denominator $m$, and $\left|\nu\left(J_{i}\right)-\nu(J)\right| \leqslant 2 / m$ for $i=1,2$, where $\nu$ denotes Lebesgue measure. Then,

$$
\begin{aligned}
A\left(\beta_{1}^{(1)}, \beta_{2}^{(1)} ; N\right)-N \nu\left(J_{1}\right) & +N\left(\nu\left(J_{1}\right)-\nu(J)\right) \leqslant A\left(\alpha_{1}, \alpha_{2} ; N\right)-N \nu(J) \\
& \leqslant A\left(\beta_{1}^{(2)}, \beta_{2}^{(2)} ; N\right)-N \nu\left(J_{2}\right)+N\left(\nu\left(J_{2}\right)-\nu(J)\right)
\end{aligned}
$$

hence,

$$
\begin{aligned}
\left|A\left(\alpha_{1}, \alpha_{2} ; N\right)-N\left(\alpha_{2}-\alpha_{1}\right)\right| \leqslant & \max _{i=1,2}\left|A\left(\beta_{1}^{(i)}, \beta_{2}^{(i)} ; N\right)-N v\left(J_{i}\right)\right| \\
& +N \max _{i=1,2}\left|\nu\left(J_{i}\right)-\nu(J)\right| \leqslant Y\left(\frac{2}{\pi} \log m+\frac{2}{5}\right)+\frac{2 N}{m}
\end{aligned}
$$

by (9). Now (8) follows immediately.
Theorem 2. Let $m$ be a prime. Then, for $1 \leqslant N \leqslant \tau$, the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
D_{N} \leqslant \frac{m^{1 / 2}}{N}\left(\frac{2}{\pi} \log m+\frac{2}{5}\right)\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{(m-\tau)^{1 / 2}}{\tau}\left(\frac{2}{\pi} \log m+\frac{2}{5}\right)+\frac{2}{m}
$$

Proof. For $h=1,2, \ldots, m-1$, we have

$$
\sum_{n=0}^{N-1} e\left(h y_{n} / m\right)=\sum_{n=0}^{N-1} e\left(h y_{0} \lambda^{n} / m\right)
$$

Since g.c.d. $\left(h y_{0}, m\right)=1$, Lemma 3 can be applied. The result follows then from Lemma 4 with

$$
Y=m^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{N}{\tau}(m-\tau)^{1 / 2}
$$

We consider now the case that $m$ is a prime power, say $m=p^{\alpha}$ with $\alpha \geqslant 2$ and $p$ a prime. If $\lambda$ belongs to the exponent $\tau$ modulo $m$ and to the exponent $\gamma$ modulo $p^{\alpha-1}$, then $d=\tau / \gamma$ is an integer.

Lemma 5. Let $m=p^{\alpha}, p$ prime, $\alpha \geqslant 2$. Let $b$ and $\lambda$ be integers relatively prime to $m$. Suppose $\lambda$ belongs to the exponent $\tau$ modulo $m$ and to the exponent $\gamma$ modulo $p^{\alpha-1}$, and set $d=\tau / \gamma$. Then,

$$
\begin{equation*}
\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| \leqslant\left(\frac{p-d}{p-1} \varphi(m)\right)^{1 / 2} \tag{10}
\end{equation*}
$$

for every integer c divisible by d, and

$$
\begin{equation*}
\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| \leqslant m^{1 / 2} \tag{11}
\end{equation*}
$$

for every integer c not divisible by $d$.
Proof. For integers $a$ and $c$, write

$$
\sigma(a, c)=\sum_{n=0}^{\tau-1} e\left(a \lambda^{n} / m\right) e(c n / \tau)
$$

By the same arguments as in the proof of Lemma 1, we obtain

$$
\begin{equation*}
\tau|\sigma(b, c)|^{2}=\sum_{y=1}^{\tau}\left|\sigma\left(b \lambda^{y}, c\right)\right|^{2} \leqslant \sum_{a=0}^{m-1} *|\sigma(a, c)|^{2} \tag{12}
\end{equation*}
$$

where the asterisk signalizes that we only sum over those $a$ with g.c.d. $(a, m)=1$. Furthermore,

$$
\begin{equation*}
\sum_{a=0}^{m-1} *|\sigma(a, c)|^{2}=\sum_{h, j=0}^{\tau-1} e(c(h-j) / \tau) \sum_{a=0}^{m-1} * e\left(a\left(\lambda^{h}-\lambda^{j}\right) / m\right) \tag{13}
\end{equation*}
$$

Now, for an integer $t$, the sum $\Sigma_{a=0}^{* m-1} e(a t / m)$ is a Ramanujan sum which, according to [2, p. 238], has the value

$$
\sum_{a=0}^{m-1} e(a t / m)=\frac{\mu\left(m / t^{\prime}\right) \varphi(m)}{\varphi\left(m / t^{\prime}\right)}
$$

where $t^{\prime}=$ g.c.d. $(t, m)$ and $\mu$ is the Moebius function. It follows that in (13) we only get a contribution from those ordered pairs $(h, j)$ for which $\lambda^{h} \equiv \lambda^{j}\left(\bmod p^{\alpha-1}\right)$, or, equivalently, $h \equiv j(\bmod \gamma)$. In detail, we have

$$
\sum_{a=0}^{m-1} *|\sigma(a, c)|^{2}=\varphi(m) \tau+\frac{\mu(p) \varphi(m)}{\varphi(p)} \sum_{\substack{h, j=0 \\ h \neq j, h=j(\bmod \gamma)}}^{\tau-1} e(c(h-j) / \tau)
$$

Now,

$$
\begin{aligned}
& \sum_{\substack{h, j=0 \\
h \neq j, h \equiv j(\bmod \gamma)}}^{\tau-1} e(c(h-j) / \tau)=\sum_{\substack{h, j=0 \\
h \equiv j(\bmod \gamma)}}^{\tau-1} e(c(h-j) / \tau)-\tau \\
& =\frac{1}{\gamma} \sum_{h, j=0}^{\tau-1} e(c(h-j) / \tau) \sum_{s=0}^{\gamma-1} e(s(h-j) / \gamma)-\tau=\frac{1}{\gamma} \sum_{s=0}^{\gamma-1}\left|\sum_{j=0}^{\tau-1} e\left(\frac{c+s d}{\tau} j\right)\right|^{2}-\tau .
\end{aligned}
$$

If $d \mid c$, then there is a unique $s, 0 \leqslant s \leqslant \gamma-1$, such that $c+s d \equiv 0(\bmod \tau)$; if $d \chi c$, we always have $c+s d \not \equiv 0(\bmod \tau)$. Therefore,

$$
\sum_{\substack{h, j=0 \\ j, h \equiv j(\bmod \gamma)}}^{\tau-1} e(c(h-j) / \tau)= \begin{cases}(d-1) \tau & \text { if } d \mid c, \\ -\tau & \text { if } d \chi c .\end{cases}
$$

It follows that

$$
\sum_{a=0}^{m-1} *|\sigma(a, c)|^{2}= \begin{cases}\varphi(m) \tau-\frac{d-1}{p-1} \varphi(m) \tau & \text { if } d \mid c, \\ m \tau & \text { if } d \chi c .\end{cases}
$$

By combining this with (12), we arrive at the inequalities (10) and (11).
Since $\lambda^{\gamma} \equiv 1\left(\bmod p^{\alpha-1}\right)$ implies $\lambda^{\gamma p} \equiv 1\left(\bmod p^{\alpha}\right)$, the value of $d$ in Lemma 5 can only be 1 or $p$. If $d=1$, then we have (10) for all integers $c$, and the sum occurring in (14) below can be estimated as in Lemma 3. If $d=p$, one obtains the following result.

Lemma 6. Suppose the conditions of Lemma 5 hold with $d=p$. Then,

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)\right|<m^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \text { for } 1 \leqslant N \leqslant \tau \tag{14}
\end{equation*}
$$

Proof. As in the proof of Lemma 3, we have

$$
\left|\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)\right| \leqslant \frac{1}{\tau} \sum_{c=1}^{\tau}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|\left|\sum_{n=0}^{\tau-1} e\left(b \lambda^{n} / m\right) e(c n / \tau)\right| .
$$

It follows from Lemma 5 that

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e\left(b \lambda^{n} / m\right)\right| \leqslant \frac{m^{1 / 2}}{\tau} \sum_{c=1 ; p \nmid c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right| . \tag{15}
\end{equation*}
$$

If $\tau=p$, then

$$
\sum_{c=1 ; p / c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right|=\sum_{c=1}^{p-1}\left|\sum_{y=0}^{N-1} e(c y / p)\right|<\frac{2}{\pi} p \log p+\frac{2}{5} p
$$

by Lemma 2. Together with (15), the inequality (14) follows easily. Thus, $\tau \geqslant 2 p$ from now on. As in the proof of Lemma 2, we get

$$
\begin{aligned}
\sum_{c=1 ; p \nmid c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right| & =\sum_{c=1 ; p \gamma_{c}}^{\tau-1} \frac{\sin \pi\|c N / \tau\|}{\sin \pi\|c / \tau\|} \leqslant \sum_{c=1 ; p \nmid c}^{\tau-1}(\sin \pi\|c / \tau\|)^{-1} \\
& \leqslant 2 \sum_{c=1 ; p \nmid c}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1} ;
\end{aligned}
$$

and so,

$$
\begin{equation*}
\sum_{c=1 ; p / c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right| \leqslant 2 \sum_{c=1}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1}-2 \sum_{c=1 ; p \mid c}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1} . \tag{16}
\end{equation*}
$$

Now,

$$
\begin{aligned}
\sum_{c=1 ; p \mid c}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1}= & \sum_{c=1}^{[\tau / 2 p]}(\sin (\pi p c / \tau))^{-1}=(\sin (\pi p[\tau / 2 p] / \tau))^{-1} \\
& +\sum_{c=1}^{[\tau / 2 p]-1}(\sin (\pi p c / \tau))^{-1} \geqslant 1+\int_{1}^{[\tau / 2 p]} \frac{d x}{\sin (\pi p x / \tau)} \\
= & 1+\frac{\tau}{\pi p} \int_{\pi p / \tau}^{\pi p[\tau / 2 p] / \tau} \frac{d t}{\sin t}=1+\frac{\tau}{\pi p} \log \tan \frac{\pi p[\tau / 2 p]}{2 \tau} \\
& +\frac{\tau}{\pi p} \log \cot \frac{\pi p}{2 \tau}
\end{aligned}
$$

Since $f(x)=x^{-1}-\cot x$ is increasing for $0<x \leqslant \pi / 4$, we have

$$
x^{-1}-\cot x \leqslant f(\pi / 4)=\frac{4}{\pi}-1 \quad \text { for } 0<x \leqslant \pi / 4
$$

and consequently,
(18) $\quad \log \cot \frac{\pi p}{2 \tau} \geqslant \log \left(\frac{2 \tau}{\pi p}+1-\frac{4}{\pi}\right) \geqslant \log \frac{2 \tau}{\pi p}-\left(\frac{4}{\pi}-1\right)\left(\frac{2 \tau}{\pi p}+1-\frac{4}{\pi}\right)^{-1}$
by the mean-value theorem. Furthermore, $[\tau / 2 p] \geqslant \tau / 2 p-1 / 2$, and so, by the meanvalue theorem again,

$$
\begin{align*}
\log \tan \frac{\pi p[\tau / 2 p]}{2 \tau} & \geqslant \log \tan \left(\frac{\pi}{4}-\frac{\pi p}{4 \tau}\right) \geqslant-\frac{\pi p}{4 \tau} \cdot \frac{2}{\sin (\pi / 2-\pi p / 2 \tau)} \\
& =-\frac{\pi p}{2 \tau}\left(\cos \frac{\pi p}{2 \tau}\right)^{-1} \geqslant-\frac{\pi p}{2 \tau}\left(\cos \frac{\pi}{4}\right)^{-1}=-\frac{\pi p}{\tau \sqrt{2}} \tag{19}
\end{align*}
$$

By combining (17), (18), and (19), we obtain

$$
\sum_{c=1 ; p \mid c}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1} \geqslant \frac{\tau}{\pi p} \log \frac{2 \tau}{\pi p}+1-\frac{1}{\sqrt{2}}-\frac{\tau}{\pi p}\left(\frac{4}{\pi}-1\right)\left(\frac{2 \tau}{\pi p}+1-\frac{4}{\pi}\right)^{-1}
$$

and it is easily checked that this implies

$$
\begin{equation*}
\sum_{c=1 ; p \mid c}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1}>\frac{\tau}{\pi p} \log \frac{2 \tau}{\pi p} . \tag{20}
\end{equation*}
$$

By an inequality in the proof of Lemma 2, we have

$$
\sum_{c=1}^{[\tau / 2]}(\sin (\pi c / \tau))^{-1} \leqslant \frac{\tau}{\pi} \log \tau+\left(\frac{1}{3}-\frac{1}{\pi} \log \frac{\pi}{2}\right) \tau \quad \text { for } \tau \geqslant 6
$$

Then, using (16) and (20),

$$
\begin{aligned}
\sum_{c=1 ; p \nmid c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right| & <\frac{2 \tau}{\pi} \log \tau+\left(\frac{2}{3}-\frac{2}{\pi} \log \frac{\pi}{2}\right) \tau-\frac{2 \tau}{\pi p} \log \frac{2 \tau}{\pi p} \\
& =\frac{2(p-1)}{\pi p} \tau \log \tau+\left(\frac{2}{3}-\frac{2}{\pi} \log \frac{\pi}{2}+\frac{2}{\pi p} \log \frac{\pi p}{2}\right) \tau
\end{aligned}
$$

for $\tau \geqslant 6$. Since $g(x)=x^{-1} \log x$ is decreasing for $x>e$, we have

$$
\frac{2}{\pi p} \log \frac{\pi p}{2} \leqslant \frac{\log \pi}{\pi}
$$

and so,

$$
\begin{equation*}
\sum_{c=1 ; p \nmid c}^{\tau-1}\left|\sum_{y=0}^{N-1} e(c y / \tau)\right|<\frac{2(p-1)}{\pi p} \tau \log \tau+\frac{3}{4} \tau \tag{21}
\end{equation*}
$$

at least for $\tau \geqslant 6$. In the only exceptional case, namely $\tau=4$ and $p=2$, one checks (21) directly on the basis of (16). The desired inequality (14) follows now from (15) and (21).

We recall the definition of the number $\beta$ introduced in $[8$, Section 4]. Let $\lambda$ be relatively prime to $m$ with $|\lambda|>1$, and let $\tau(p)$ be the exponent to which $\lambda$ belongs modulo $p$. Then, if $p$ is odd, $\beta$ is the largest integer such that $\left.p^{\beta} \mid \lambda^{\tau(p)}-1\right)$. If $p=2$ set $\delta=1$ if $\lambda \equiv 1(\bmod 4)$ and $\delta=2$ if $\lambda \equiv 3(\bmod 4)$. Then $\beta$ is the largest integer such that $2^{\beta} \mid\left(\lambda^{\delta}-1\right)$. The significance of $\beta$ stems from the fact that $\tau\left(p^{h+1}\right)=$ $p \tau\left(p^{h}\right)$ as soon as $h \geqslant \beta$, where $\tau\left(p^{h}\right)$ is the exponent to which $\lambda$ belongs modulo $p^{h}$.

Theorem 3. Let $m=p^{\alpha}$, $p$ prime, $\alpha \geqslant 2$. Let $\lambda$ be relatively prime to $m$ with $|\lambda|>1$ and $\alpha>\beta$, where $\beta$ is defined above. Then, if $1 \leqslant N \leqslant \tau$ and

$$
\begin{equation*}
p^{\beta}<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \cdot \frac{m^{3 / 2}}{\pi N}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \tag{22}
\end{equation*}
$$

the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
D_{N}<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} X \log \left(1+\frac{4\left(p^{3 / 2}-1\right)}{p^{3 / 2}-p^{1 / 2}} \cdot \frac{1}{X}\right)+\left(\frac{p^{3 / 2}}{p^{3 / 2}-1}+\frac{\log p}{p}\right) X
$$

where

$$
X=\frac{4 m^{1 / 2}}{\pi N}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right)
$$

Proof. Because of (7), we have

$$
\begin{equation*}
D_{N} \leqslant \frac{4}{L}+\frac{4}{\pi} \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(b y_{0} \lambda^{n} / m\right)\right| \tag{23}
\end{equation*}
$$

for all positive integers $L$. We choose now

$$
L=\left[\frac{4\left(p^{3 / 2}-1\right)}{p^{3 / 2}-p^{1 / 2}} \cdot \frac{1}{X}\right]+1
$$

It follows then from (22) that $L \leqslant p^{\alpha-\beta}$.
For $1 \leqslant b \leqslant L-1$, we have g.c.d. $\left(b y_{0}, m\right)=$ g.c.d. $(b, m)=p^{s}$ with $0 \leqslant s \leqslant \alpha-6$
-1 . If $s>0$, then

$$
\begin{equation*}
\sum_{n=0}^{\tau-1} e\left(b y_{0} \lambda^{n} / m\right)=\sum_{n=0}^{\tau-1} e\left(\frac{\left(b / p^{s}\right) y_{0} \lambda^{n}}{p^{\alpha-s}}\right)=\frac{\tau}{\tau\left(p^{\alpha-s}\right)} \sum_{n=0}^{\tau\left(p^{\alpha-s}\right)-1} e\left(\frac{\left(b / p^{s}\right) y_{0} \lambda^{n}}{p^{\alpha-s}}\right) \tag{24}
\end{equation*}
$$

Since $s \leqslant \alpha-\beta-1$, we have $\tau\left(p^{\alpha-s}\right)=p \tau\left(p^{\alpha-s-1}\right)$ by the remark preceding Theorem 3. Therefore, the last sum in (24) is equal to zero by (10), and so

$$
\sum_{n=0}^{\tau-1} e\left(b y_{0} \lambda^{n} / m\right)=0
$$

It follows then by the same argument as in [8, Lemma 3] and by Lemma 6 that

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e\left(b y_{0} \lambda^{n} / m\right)\right| & <p^{(\alpha-s) / 2}\left(\frac{2(p-1)}{\pi p} \log \tau\left(p^{\alpha-s}\right)+\frac{3}{4}\right) \\
& \leqslant\left(m / p^{s}\right)^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \text { for } 1 \leqslant N \leqslant \tau
\end{aligned}
$$

The above inequality is also satisfied in the case $s=0$, for then the requirements of Lemma 6 are met because of $\tau=p \tau\left(p^{\alpha-1}\right)$. For $b=L$, the coefficient of the corresponding trigonometric sum in (23) is zero. Let $R$ be the largest integer with $p^{R} \leqslant L$. Then,

$$
\begin{gather*}
D_{N} \leqslant \frac{4}{L}+\frac{4 m^{1 / 2}}{\pi N}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)  \tag{25}\\
=\frac{4}{L}+X \sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) .
\end{gather*}
$$

To estimate the double sum in (25), we distinguish several cases depending on the value of $R$. If $R=0$, then $L<p$, and so by [8, Eq. (9)] with $s=0$,

$$
\begin{aligned}
\sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) & \leqslant \log L<\frac{p-1}{p} \log L+\frac{\log p}{p} \\
& \leqslant \frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \log L+\frac{\log p}{p}
\end{aligned}
$$

If $R=1$, then $p \leqslant L<p^{2}$, and so from [8, Eq. (9)] with $s=0,1$, we get

$$
\begin{aligned}
& \sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \\
& \quad \leqslant \log L-\frac{1}{p} \log \left(\left[\frac{L}{p}\right]+1\right)+\frac{1}{L}\left[\frac{L}{p}\right]+\frac{1}{p^{3 / 2}} \log \left[\frac{L}{p}\right]+\frac{1}{L p^{1 / 2}}\left\{\frac{L}{p}\right\} \\
& \quad \leqslant \log L-\frac{1}{p} \log \frac{L}{p}+\frac{1}{L}\left(\left[\frac{L}{p}\right]+\left\{\frac{L}{p}\right\}\right)+\frac{1}{p^{3 / 2}} \log \frac{L}{p} \\
& \quad=\left(\frac{p-1}{p}+\frac{1}{p^{3 / 2}}\right) \log L+\frac{1+\log p}{p}-\frac{\log p}{p^{3 / 2}}
\end{aligned}
$$

Since $\log p>1 / 2 \log L$, the last expression is less than

$$
\left(\frac{p-1}{p}+\frac{1}{2 p^{3 / 2}}\right) \log L+\frac{1+\log p}{p}
$$

It is straightforward to check that

$$
\frac{p-1}{p}+\frac{1}{2 p^{3 / 2}}<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1}
$$

and so we obtain

$$
\sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\ \text { g.c.d. } b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \log L+\frac{1+\log p}{p}
$$

Finally, let $R \geqslant 2$. Then, from [8, Eq. (9)] we get

$$
\begin{aligned}
\sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \leqslant & \frac{1}{p^{s}} \log \frac{L}{p^{s}}-\frac{1}{p^{s+1}} \log \frac{L}{p^{s+1}}+\frac{1}{L}\left\{\frac{L}{p^{s}}\right\} \\
& +\frac{1}{L}\left[\frac{L}{p^{s+1}}\right] \text { for } 0 \leqslant s<R
\end{aligned}
$$

and

$$
\sum_{\substack{b=1 \\ \text { g.c.d. }(b, m)=p^{R}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \leqslant \frac{\log p}{p^{R}}+\frac{1}{L}\left\{\frac{L}{\left.p^{R}\right\} .}\right.
$$

It follows that

$$
\begin{align*}
& \sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\
\text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \leqslant \sum_{s=0}^{R-1} p^{-3 s / 2}\left(\log \frac{L}{p^{s}}-\frac{1}{p} \log \frac{L}{p^{s+1}}\right)  \tag{26}\\
&+p^{-3 R / 2} \log p+\frac{1}{L}\left(\sum_{s=0}^{R-1} p^{-s / 2}\left(\left\{\frac{L}{p^{s}}\right\}+\left[\frac{L}{p^{s+1}}\right]\right)+p^{-R / 2}\left\{\frac{L}{\left.p^{R}\right\}}\right\}\right)
\end{align*}
$$

Now

$$
\begin{aligned}
& \quad \sum_{s=0}^{R-1} p^{-s / 2}\left(\left\{\frac{L}{p^{s}}\right\}+\left[\frac{L}{p^{s+1}}\right]\right)+p^{-R / 2}\left\{\frac{L}{p^{R}}\right\}=\sum_{s=1}^{R} p^{-s / 2}\left\{\frac{L}{p^{s}}\right\}+\sum_{s=0}^{R-1} p^{-s / 2}\left[\frac{L}{p^{s+1}}\right] \\
& \text { (27) }
\end{aligned}=\sum_{s=0}^{R-1} p^{-(s+1) / 2}\left\{\frac{L}{p^{s+1}}\right\}+\sum_{s=0}^{R-1} p^{-s / 2}\left[\frac{L}{p^{s+1}}\right] \leqslant \sum_{s=0}^{R-1} p^{-s / 2}\left(\left\{\frac{L}{p^{s+1}}\right\}+\left[\frac{L}{p^{s+1}}\right]\right) .
$$

Furthermore,

$$
\begin{aligned}
& \sum_{s=0}^{R-1} p^{-3 s / 2}\left(\log \frac{L}{p^{s}}-\frac{1}{p} \log \frac{L}{p^{s+1}}\right)+p^{-3 R / 2} \log p \\
& \quad=\sum_{s=0}^{R-1} p^{-3 s / 2}\left(\frac{p-1}{p} \log L-s \log p+\frac{s+1}{p} \log p\right)+p^{-3 R / 2} \log p \\
& \quad=\frac{p-1}{p} \cdot \frac{1-p^{-3 R / 2}}{1-p^{-3 / 2}} \log L+\sum_{s=0}^{R-1} p^{-3 s / 2}\left(\frac{s+1}{p}-s\right) \log p+p^{-3 R / 2} \log p \\
& \quad \leqslant \frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \log L+\frac{\log p}{p}-p^{-3 R / 2}\left(\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \log L-\log p\right)
\end{aligned}
$$

However, since $\log L \geqslant 2 \log p$, the last expression in parentheses is easily shown to be positive. By combining this with (26) and (27), we obtain

$$
\begin{equation*}
\sum_{s=0}^{R} p^{-s / 2} \sum_{\substack{b=1 \\ \text { g.c.d. }(b, m)=p^{s}}}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \log L+\frac{\log p}{p}+\frac{p^{1 / 2}}{p^{3 / 2}-1} \tag{28}
\end{equation*}
$$

By comparing this with the results in the earlier cases $R=0$ and $R=1$, we see that (28) holds in all cases. Thus, together with (25),

$$
D_{N}<\frac{4}{L}+\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} X \log L+\left(\frac{\log p}{p}+\frac{p^{1 / 2}}{p^{3 / 2}-1}\right) X
$$

Using the special form of $L$, we obtain

$$
\begin{aligned}
D_{N}< & \frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} X+\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} X \log \left(1+\frac{4\left(p^{3 / 2}-1\right)}{p^{3 / 2}-p^{1 / 2}} \cdot \frac{1}{X}\right) \\
& +\left(\frac{\log p}{p}+\frac{p^{1 / 2}}{p^{3 / 2}-1}\right) X
\end{aligned}
$$

which proves the theorem.
A condition which implies (22), and which is easier to check, is the following one:

$$
\begin{equation*}
p^{\beta}<(0.24) m^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \tag{29}
\end{equation*}
$$

That (29) is a sufficient condition for (22) is shown as in [8, Eq. (12)]. In practical cases, $m$ and $\tau$ are large, so that (29) can be satisfied by choosing a $\lambda$ with $\beta \leqslant \alpha / 2$.

We note that on the basis of Lemma 2 one can also improve somewhat on the results in [8, Theorems 3 and 4].
3. The Inhomogeneous Case. We consider now the sequence $y_{0}, y_{1}, \ldots$ of integers described in Section 1, generated by the recursion $y_{n+1} \equiv \lambda y_{n}+r(\bmod m)$
for $n=0,1, \ldots$, where $\lambda$ is relatively prime to $m$ and $r \not \equiv 0(\bmod m)$; the last condition is, however, never used in the proofs. To rule out the trivial case that $y_{0}, y_{1}, \ldots$ is a constant sequence, we assume $\lambda y_{0}+r \not \equiv y_{0}(\bmod m)$. We shall also require that $\lambda \not \equiv 1(\bmod m)$, in order to discard another uninteresting case. In some of the lemmas, these restrictions are not necessary. In the inhomogeneous case, the initial value $y_{0}$ need not be relatively prime to $m$. One shows easily by induction that

$$
\begin{equation*}
y_{n} \equiv \lambda^{n} y_{0}+\frac{\lambda^{n}-1}{\lambda-1} r(\bmod m) \quad \text { for } n=0,1, \ldots \tag{30}
\end{equation*}
$$

Let $\tau$ again be the period of the sequence $y_{0}, y_{1}, \ldots$. We shall estimate the discrepancy $D_{N}$ of the pseudo-random numbers $x_{0}=y_{0} / m, x_{1}=y_{1} / m, \ldots, x_{N-1}=$ $y_{N-1} / m$ for $1 \leqslant N \leqslant \tau$.

In the case that $m$ is prime, the period $\tau$ can be described in the same way as in the homogeneous case. Because of (30), we have $y_{n} \equiv y_{0}(\bmod m)$ if and only if

$$
\frac{\lambda^{n}-1}{\lambda-1}\left((\lambda-1) y_{0}+r\right) \equiv 0 \quad(\bmod m)
$$

which, by virtue of $\lambda \not \equiv 1(\bmod m)$ and $(\lambda-1) y_{0}+r \not \equiv 0(\bmod m)$, is equivalent to $\lambda^{n} \equiv 1(\bmod m)$. Therefore, $\tau$ is equal to the exponent to which $\lambda$ belongs modulo $m$.

Lemma 7. Let $m_{1} \geqslant 2$ and $r$ be integers, let $b$ and $\lambda$ be relatively prime to $m_{1}$, let $\lambda$ belong to the exponent $\mu_{1}$ modulo $m_{1}$, and let $z_{0}, z_{1}, \ldots$ be a sequence of integers with $z_{n+1}=\lambda z_{n}+r(n=0,1, \ldots)$ having period $\tau_{1}$ modulo $m_{1}$. Then,

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right|<\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2}\left(\frac{2}{\pi} \log \tau_{1}+\frac{2}{5}+\frac{N}{\tau_{1}}\right) \quad \text { for } 1 \leqslant N \leqslant \tau_{1}
$$

Proof. Since $\lambda$ is relatively prime to $m_{1}$, the sequence $z_{0}, z_{1}, \ldots$ is purely periodic modulo $m_{1}$ with period $\tau_{1}$. By [10, Theorem 1] (compare also with [10, Theorem 4]), we have

$$
\begin{equation*}
\left|\sum_{n=0}^{\tau_{1}-1} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right| \leqslant\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2} \tag{31}
\end{equation*}
$$

for all integers $c$. Then, as in the proof of Lemma 3,

$$
\begin{aligned}
& \left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right| \leqslant \frac{1}{\tau_{1}} \sum_{c=1}^{\tau}\left|\sum_{y=0}^{N-1} e\left(-c y / \tau_{1}\right)\right|\left|\sum_{n=0}^{\tau_{1}^{-1}} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right| \\
& \quad \leqslant\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2} \frac{1}{\tau_{1}} \sum_{c=1}^{\tau_{1}}\left|\sum_{y=0}^{N-1} e\left(c y / \tau_{1}\right)\right|=\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2} \frac{1}{\tau_{1}} \sum_{c=1}^{\tau_{1}-1}\left|\sum_{y=0}^{N-1} e\left(c y / \tau_{1}\right)\right| \\
& \quad+\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2} \frac{N}{\tau_{1}}<\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2}\left(\frac{2}{\pi} \log \tau_{1}+\frac{2}{5}+\frac{N}{\tau_{1}}\right)
\end{aligned}
$$

where we have applied Lemma 2 in the last step.
Theorem 4. Let $m$ be a prime, and let $\lambda \not \equiv 1(\bmod m)$, g.c.d. $(\lambda, m)=1$, and $\lambda y_{0}+r \not \equiv y_{0}(\bmod m)$. Then, for $1 \leqslant N \leqslant \tau_{4}$ the discrepancy $D_{N}$ of the points $x_{0}$,
$x_{1}, \ldots, x_{N-1}$ satisfies the inequality $D_{N}<X \log (1+4 / X)+X$, where

$$
X=\frac{4 m^{1 / 2}}{\pi N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}+\frac{N}{\tau}\right)
$$

Proof. By (7), we have

$$
D_{N} \leqslant \frac{4}{L}+\frac{4}{\pi} \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(b y_{n} / m\right)\right|
$$

for all positive integers $L$. We choose now $L=[4 / X]+1$. We note that

$$
\frac{X}{4}=\frac{m^{1 / 2}}{\pi N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{m^{1 / 2}}{\pi \tau} \geqslant \frac{7 m^{1 / 2}}{5 \pi \tau} \geqslant \frac{7 m^{1 / 2}}{5 \pi(m-1)}>\frac{1}{m}
$$

and so $L \leqslant m$. We apply now Lemma 7 with $m_{1}=m$ and with the sequence $z_{0}, z_{1}, \ldots$ determined by $z_{0}=y_{0}$. We have $z_{n} \equiv y_{n}(\bmod m)$ for $n=0,1, \ldots$ and $\tau_{1}=\mu_{1}=\tau$, therefore, by using the estimate in Lemma 7 formally in case $b=L=m$, we get

$$
\begin{aligned}
D_{N} & \leqslant \frac{4}{L}+\frac{4 m^{1 / 2}}{\pi N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}+\frac{N}{\tau}\right) \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right) \\
& <X+X \log L \leqslant X+X \log (1+4 / X)
\end{aligned}
$$

and the proof is complete.
Theorem 5. Suppose the conditions of Theorem 4 hold. Then, for $1 \leqslant N \leqslant \tau$, the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
D_{N} \leqslant \frac{m^{1 / 2}}{N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}+\frac{N}{\tau}\right)\left(\frac{2}{\pi} \log m+\frac{2}{5}\right)+\frac{2}{m}
$$

Proof. This is an immediate consequence of Lemmas 4 and 7, with the latter lemma applied in the same way as in the proof of Theorem 4.

Now let $m$ be a prime power, say $m=p^{\alpha}$ with $p$ prime and $\alpha \geqslant 2$. There are various ways of characterizing the period $\tau$ of $y_{0}, y_{1}, \ldots$ in this case. See [1], [3, Chapter 3], and [5]. For our purposes, the following characterization is convenient.

Lemma 8. Let $m=p^{\alpha}, p$ prime, $\alpha \geqslant 1$, let $\lambda \neq 1$ be relatively prime to $m$ and let $r$ be an integer. Let $z_{0}, z_{1}, \ldots$ be a sequence of integers with $z_{n+1}=\lambda z_{n}+r$ $(n=0,1, \ldots)$ such that $(\lambda-1) z_{0}+r \neq 0$. Let $\rho$ be the largest integer such that $p^{\rho} \mid(\lambda-1)$ and $\omega$ the largest integer such that $p^{\omega} \mid\left((\lambda-1) z_{0}+r\right)$. We assume $\alpha-$ $\omega+\rho \geqslant 0$. Then $z_{0}, z_{1}, \ldots$ is purely periodic modulo $m$, and its period modulo $m$ is equal to the exponent to which $\lambda$ belongs modulo $p^{\alpha-\omega+\rho}$. This holds trivially for $\alpha=0$ as well.

Proof. Since $\lambda$ is relatively prime to $m$, the sequence $z_{0}, z_{1}, \ldots$ is purely periodic modulo $m$. In analogy with (30), we have

$$
z_{n}-z_{0}=\frac{\lambda^{n}-1}{\lambda-1}\left((\lambda-1) z_{0}+r\right) \text { for } n=0,1, \ldots
$$

But the number on the right-hand side is divisible by $m=p^{\alpha}, \alpha \geqslant 1$, if and only if $\lambda^{n} \equiv 1\left(\bmod p^{\alpha-\omega+\rho}\right)$, and the assertion follows.

The exceptional cases in Lemma 8 are trivial. If $\alpha-\omega+\rho<0$, then $\omega>\alpha$, and the period is 1 . If $(\lambda-1) z_{0}+r=0$, then the period is also 1 , and if $\lambda=1$, then
the period is $m / r^{\prime}$, where $r^{\prime}=$ g.c.d. $(r, m)$. Since the given sequence $y_{0}, y_{1}, \ldots$ is identical modulo $m$ with a sequence $z_{0}, z_{1}, \ldots$ from Lemma 8 , this result yields the desired information about the period $\tau$. The conditions of Lemma 8 will be satisfied if we assume $\lambda \not \equiv 1(\bmod m)$, g.c.d. $(\lambda, m)=1$, and $\lambda y_{0}+r \neq y_{0}(\bmod m)$. The subsequent lemma generalizes (10) in the case $d=p$.

Lemma 9. Let $m_{1}=p^{\sigma}$, $p$ prime, $\sigma \geqslant 1$, and let $z_{0}, z_{1}, \ldots$ be a sequence of integers with $z_{n+1}=\lambda z_{n}+r(n=0,1, \ldots)$ which is purely periodic modulo $m_{1}$ with period $\tau_{1}$ and purely periodic modulo $m_{2}=p^{\sigma-1}$ with period $\tau_{2}=\tau_{1} / p$. Then,

$$
\sum_{n=0}^{\tau_{1}^{-1}} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)=0
$$

for all integers $b$ relatively prime to $m_{1}$ and all integers $c$ divisible by $p$.
Proof. We have

$$
\begin{aligned}
& \sum_{\substack{b=1 \\
\text { g.c.d. }\left(b, m_{1}\right)=1}}^{m_{1}}\left|\sum_{n=0}^{\tau_{1}^{-1}} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right|^{2} \\
& =\sum_{b=1}^{m_{1}}\left|\sum_{n=0}^{\tau_{1}-1} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right|^{2}-\sum_{b=1 ; p \mid b}^{m_{1}}\left|\sum_{n=0}^{\tau_{1}-1} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right|^{2} \\
& =\sum_{b=1}^{m_{1}} \sum_{h, j=0}^{\tau_{1}-1} e\left(b\left(z_{h}-z_{j}\right) / m_{1}\right) e\left(c(h-j) / \tau_{1}\right)-\sum_{b=1}^{m_{2}}\left|\sum_{n=0}^{\tau_{1}-1} e\left(b z_{n} / m_{2}\right) e\left((c / p) n / \tau_{2}\right)\right|^{2} \\
& =\sum_{h, j=0}^{\tau_{1}-1} e\left(c(h-j) / \tau_{1}\right) \sum_{b=1}^{m_{1}} e\left(b\left(z_{h}-z_{j}\right) / m_{1}\right)-p^{2} \sum_{b=1}^{m_{2}}\left|\sum_{n=0}^{\tau_{2}-1} e\left(b z_{n} / m_{2}\right) e\left(c n / \tau_{1}\right)\right|^{2} \\
& =m_{1} \tau_{1}-p^{2} \sum_{h, j=0}^{\tau_{2}-1} e\left(c(h-j) / \tau_{1}\right) \sum_{b=1}^{m_{2}} e\left(b\left(z_{h}-z_{j}\right) / m_{2}\right) \\
& =m_{1} \tau_{1}-p^{2} m_{2} \tau_{2}=0,
\end{aligned}
$$

which proves the result.
Lemma 10. Suppose the conditions of Lemma 9 are satisfied, and that $\lambda$ is relatively prime to $m_{1}$ and belongs to the exponent $\mu_{1}$ modulo $m_{1}$. Then, for all integers $b$ relatively prime to $m_{1}$ we have

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right|<\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau_{1}+\frac{3}{4}\right) \quad \text { for } 1 \leqslant N \leqslant \tau_{1}
$$

Proof. As in the proof of Lemma 3, we have

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right| \leqslant \frac{1}{\tau_{1}} \sum_{c=1}^{\tau_{1}}\left|\sum_{y=0}^{N-1} e\left(-c y / \tau_{1}\right)\right|\left|\sum_{n=0}^{\tau_{1}^{-1}} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right|
$$

Because of Lemma 9, this reduces to

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right| \leqslant \frac{1}{\tau_{1}} \sum_{c=1 ; p / c}^{\tau_{1}-1}\left|\sum_{y=0}^{N-1} e\left(c y / \tau_{1}\right)\right|\left|\sum_{n=0}^{\tau_{1}-1} e\left(b z_{n} / m_{1}\right) e\left(c n / \tau_{1}\right)\right| .
$$

By applying (31), we get

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m_{1}\right)\right| \leqslant\left(\frac{m_{1} \tau_{1}}{\mu_{1}}\right)^{1 / 2} \frac{1}{\tau_{1}} \sum_{c=1 ; p \nmid c}^{\tau_{1}-1}\left|\sum_{y=0}^{N-1} e\left(c y / \tau_{1}\right)\right| .
$$

The sum on the right-hand side was estimated in the proof of Lemma 6, and this implies already the desired inequality.

For $\lambda$ relatively prime to $m$ and $|\lambda|>1$, we define the positive integer $\beta$ in the same way as in the paragraph preceding Theorem 3 , and we denote by $\mu$ the exponent to which $\lambda$ belongs modulo $m$. We define the number $\rho$ as in Lemma 8 , and we let $\omega$ be the largest integer such that $p^{\omega} \mid\left((\lambda-1) y_{0}+r\right)$. We note that $0 \leqslant \rho<\alpha$ and $0 \leqslant \omega<\alpha$ under the conditions of the subsequent theorem.

Theorem 6. Let $m=p^{\alpha}$, $p$ prime, $\alpha \geqslant 2$, let $\lambda$ be relatively prime to $m$ with $|\lambda|>1, \lambda \not \equiv 1(\bmod m)$, and $\lambda y_{0}+r \not \equiv y_{0}(\bmod m)$, and let $\alpha-\omega+\rho>\beta$. Then, if $1 \leqslant N \leqslant \tau$ and

$$
\begin{equation*}
p^{\beta+\omega-\rho}<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} \cdot \frac{m^{3 / 2} \tau^{1 / 2}}{\pi N \mu^{1 / 2}}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \tag{32}
\end{equation*}
$$

the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
D_{N}<\frac{p^{3 / 2}-p^{1 / 2}}{p^{3 / 2}-1} X \log \left(1+\frac{4\left(p^{3 / 2}-1\right)}{p^{3 / 2}-p^{1 / 2}} \cdot \frac{1}{X}\right)+\left(\frac{p^{3 / 2}}{p^{3 / 2}-1}+\frac{\log p}{p}\right) X
$$

where

$$
X=\frac{4(m \tau)^{1 / 2}}{\pi N \mu^{1 / 2}}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right)
$$

Proof. Let $z_{0}, z_{1}, \ldots$ be the sequence of integers determined by $z_{0}=y_{0}$ and $z_{n+1}=\lambda z_{n}+r$ for $n=0,1, \ldots$. Then $z_{n} \equiv y_{n}(\bmod m)$ for $n=0,1, \ldots$, and from (7) we get

$$
\begin{equation*}
D_{N} \leqslant \frac{4}{L}+\frac{4}{\pi} \sum_{b=1}^{L}\left(\frac{1}{b}-\frac{1}{L}\right)\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(b z_{n} / m\right)\right| \tag{33}
\end{equation*}
$$

for all positive integers $L$. We choose now

$$
L=\left[\frac{4\left(p^{3 / 2}-1\right)}{p^{3 / 2}-p^{1 / 2}} \cdot \frac{1}{X}\right]+1
$$

It follows from (32) that $L \leqslant p^{\alpha-\beta-\omega+\rho}$.
The sequence $z_{0}, z_{1}, \ldots$ is purely periodic modulo $m$ and, by Lemma 8 , its
period $\tau$ modulo $m$ is equal to the exponent to which $\lambda$ belongs modulo $p^{\alpha-\omega+\rho}$. Since $\alpha-\omega+\rho>\beta$, it follows from Lemma 8 and the remark preceding Theorem 3 that the conditions of Lemma 10 are satisfied for $m_{1}=m$. Therefore, for $1 \leqslant N \leqslant \tau$,

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m\right)\right|<\left(\frac{m \tau}{\mu}\right)^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau+\frac{3}{4}\right) \quad \text { if g.c.d. }(b, m)=1 . \tag{34}
\end{equation*}
$$

If $b$ with $1 \leqslant b \leqslant L-1$ is not relatively prime to $m$, then g.c.d. $(b, m)=p^{s}$ with $0<$ $s \leqslant \alpha-\beta-\omega+\rho-1$. Since we always have $\beta \geqslant \rho$, this implies $s \leqslant \alpha-1$. For $1 \leqslant$ $N \leqslant \tau$, we write

$$
\begin{equation*}
\sum_{n=0}^{N-1} e\left(b z_{n} / m\right)=\sum_{n=0}^{N-1} e\left(b^{\prime} z_{n} / m^{\prime}\right) \tag{35}
\end{equation*}
$$

where $b^{\prime}=b / p^{s}, m^{\prime}=p^{\alpha-s}$, and g.c.d. $\left(b^{\prime}, m^{\prime}\right)=1$. According to Lemma 8 , the period $\tau^{\prime}$ modulo $m^{\prime}$ of the sequence $z_{0}, z_{1}, \ldots$ is equal to the exponent to which $\lambda$ belongs modulo $p^{\alpha-s-\omega+\rho}$. Since $\alpha-s-\omega+\rho>\beta$, it follows from Lemma 8 and the remark preceding Theorem 3 that the conditions of Lemma 9 are satisfied for $m_{1}=m^{\prime}$. Therefore,

$$
\sum_{n=0}^{\tau^{\prime}-1} e\left(b^{\prime} z_{n} / m^{\prime}\right)=0
$$

Using the division algorithm, we write $N=q \tau^{\prime}+N^{\prime}$ with $0 \leqslant N^{\prime}<\tau^{\prime}$. Then,

$$
\sum_{n=0}^{N-1} e\left(b^{\prime} z_{n} / m^{\prime}\right)=\sum_{n=0}^{N^{\prime}-1} e\left(b^{\prime} z_{n} / m^{\prime}\right) .
$$

Since the conditions of Lemma 10 are also satisfied for $m_{1}=m^{\prime}$, we can apply this lemma to the last sum. Together with (35), we obtain

$$
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m\right)\right|<\left(\frac{m^{\prime} \tau^{\prime}}{\mu^{\prime}}\right)^{1 / 2}\left(\frac{2(p-1)}{\pi p} \log \tau^{\prime}+\frac{3}{4}\right)
$$

where $\mu^{\prime}$ is the exponent to which $\lambda$ belongs modulo $m^{\prime}$. From the above descriptions of $\tau$ and $\tau^{\prime}$ as exponents to which $\lambda$ belongs, from $\alpha-s-\omega+\rho>\beta$, and from the remark preceding Theorem 3, we infer $\tau=p^{s} \tau^{\prime}$. Furthermore, since for $h \geqslant 1$ the exponent to which $\lambda$ belongs modulo $p^{h+1}$ is either equal to or $p$ times the exponent to which $\lambda$ belongs modulo $p^{h}$, we have $\mu \leqslant p^{s} \mu^{\prime}$. Therefore, $\tau^{\prime} / \mu^{\prime} \leqslant \tau / \mu$. We can combine these results with (34) to obtain

$$
\begin{align*}
\left|\sum_{n=0}^{N-1} e\left(b z_{n} / m\right)\right|<\left(\frac{m \tau}{p^{s} \mu}\right)^{1 / 2}\left(\frac{2(p-1)}{\pi p}\right. & \left.\log \tau+\frac{3}{4}\right)  \tag{36}\\
& \text { for } 1 \leqslant b \leqslant L-1 \text { and } 1 \leqslant N \leqslant \tau
\end{align*}
$$

where $p^{s}=$ g.c.d. $(b, m)$. On the basis of (33) and (36), we proceed now in complete analogy with the part of the proof of Theorem 3 starting from (25), and we arrive at the desired inequality.

If the condition (32) is not satisfied, one can employ the method of [8, Theorem 3], in combination with the improvements in the present paper, to obtain a discrepancy estimate for this case as well, which will, however, be weaker than the estimate in Theorem 6. This suggests that the parameters of a good congruential random number generator should satisfy (32) with $N=\tau$. In a special case that is considered frequently (see [1]), namely, when $m=2^{\alpha}$ with $\alpha \geqslant 3, \lambda \equiv 5(\bmod 8)$, and $r$ odd, we have $\beta=\rho=2, \omega=0, \tau=m$, and $\mu=2^{\alpha-2}$, and so it is easily checked that (32) is valid. In general, for a given prime power $m$ one should choose $\lambda, r$, and $y_{0}$ in such a way that $\beta$ and $\omega$ are small. Then (32) will be satisfied and, due to $\rho \leqslant \beta$ and Lemma 8 , the factor $(\tau / \mu)^{1 / 2}$ in the discrepancy estimate will be close to 1 .
4. Maximal Period Sequences. We discuss now the equidistribution test for a class of random number generators suggested by various authors (see [1, Section 7], [3, p. 27], [13]).

Let $k \geqslant 1$ be an integer and let $p$ be a prime. We note that the finite field $F_{p^{k}}$ of $p^{k}$ elements is an extension field of $F_{p}=\mathbf{Z} / p \mathbf{Z}$, and that the multiplicative group $F_{p^{k}}^{*}$ of $F_{p^{k}}$ is cyclic. A polynomial $f(x)=x^{k}-a_{k-1} x^{k-1}-\cdots-a_{0} \in \mathbf{Z}[x]$ is called a primitive polynomial modulo $p$ if the polynomial $\bar{f}(x) \in F_{p}[x]$ canonically associated with $f(x)$ is the minimal polynomial over $F_{p}$ of a generator of $F_{p}^{*}$. With such a primitive polynomial modulo $p$, we can associate the $k$ th order homogeneous linear congruential recurrence

$$
\begin{equation*}
y_{n+k} \equiv a_{k-1} y_{n+k-1}+\cdots+a_{0} y_{n}(\bmod p) \quad \text { for } n=0,1, \ldots \tag{37}
\end{equation*}
$$

Any sequence $y_{0}, y_{1}, \ldots$ of integers in the least residue system modulo $p$ satisfying (37) with $\left(y_{0}, \ldots, y_{k-1}\right) \neq(0, \ldots, 0)$ is called a maximal period sequence modulo $p$. The reason behind this terminology is the fact that the length of the period of a maximal period sequence modulo $p$ is equal to $p^{k}-1$, the largest possible period length of any $k$ th order homogeneous linear recurring sequence in $\mathbf{Z} / p \mathbf{Z}$. A maximal period sequence modulo $p$ is easily seen to be purely periodic. If $k=1$ and $a_{0}$ is a primitive root modulo $p$, we get a case that was already discussed in Section 2.

For a maximal period sequence $y_{0}, y_{1}, \ldots$ modulo $p$, the associated sequence $x_{0}, x_{1}, \ldots$ of pseudo-random numbers in [0,1] is given by $x_{n}=y_{n} / p$ for $n=0,1$, $\ldots$. In practice, $p$ will of course be a large prime.

Since $\left(y_{n}, y_{n+1}, \ldots, y_{n+k-1}\right), n=0,1, \ldots, p^{k}-2$, runs through all $k$-tuples $\neq(0, \ldots, 0)$ of elements in the least residue system modulo $p$, it follows that in a full period of $y_{0}, y_{1}, \ldots$ each integer $q, 1 \leqslant q \leqslant p-1$, occurs exactly $p^{k-1}$ times and 0 occurs exactly $p^{k-1}-1$ times. Therefore, a full period of $x_{0}$, $x_{1}, \ldots$ has an extremely even distribution in $[0,1]$. The following result shows that sufficiently long segments of a full period of $x_{0}, x_{1}, \ldots$ also perform well under the equidistribution test.

Theorem 7. For a prime $p$ and $k \geqslant 1$, let $y_{0}, y_{1}, \ldots$ be a maximal period sequence modulo $p$ satisfying (37). Then, for $1 \leqslant N \leqslant p^{k}-1$, the discrepancy $D_{N}$ of the associated pseudo-random numbers $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
\begin{equation*}
D_{N}<\frac{2}{p}+\frac{p^{k / 2}}{N}\left(\frac{2}{\pi} \log \left(p^{k}-1\right)+\frac{2}{5}\right)\left(\frac{2}{\pi} \log p+\frac{2}{5}\right)+\frac{1}{p^{k}-1}\left(\frac{2}{\pi} \log p+\frac{2}{5}\right) \tag{38}
\end{equation*}
$$

Proof. We set $\tau=p^{k}-1$. For g.c.d. $(b, p)=1$ and any integer $c$, we have

$$
\left|\sum_{n=0}^{\tau-1} e\left(b y_{n} / p\right) e(c n / \tau)\right| \leqslant p^{k / 2}
$$

by [10, Theorem 1] (compare also with [10, Theorem 4]), since, in the notation of these theorems, we have $\tau=\mu$ for a maximal period sequence modulo $p$. For $c=0$, we can obtain a sharper estimate by using the information concerning the number of occurrences of elements in the full period of $y_{0}, y_{1}, \ldots$. This yields immediately $\Sigma_{n=0}^{\tau-1} e\left(b y_{n} / p\right)=-1$. Using these facts and the method in Lemma 3, we get for $1 \leqslant$ $N \leqslant \tau$ and g.c.d. $(b, p)=1$,

$$
\begin{align*}
\left|\sum_{n=0}^{N-1} e\left(b y_{n} / p\right)\right| & \leqslant \frac{1}{\tau} \sum_{c=1}^{\tau}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|\left|\sum_{n=0}^{\tau-1} e\left(b y_{n} / p\right) e(c n / \tau)\right|  \tag{39}\\
& \leqslant \frac{1}{\tau} p^{k / 2} \sum_{c=1}^{\tau-1}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|+\frac{N}{\tau}<p^{k / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{N}{\tau}
\end{align*}
$$

The inequality (38) follows now from Lemma 4.
An alternative discrepancy estimate can, of course, be obtained on the basis of (7) and (39). However, the inequality (38) is, in general, better than what could be achieved by this method. If $N$ is somewhat larger than $p^{k / 2}$, say $N \geqslant p^{(k+3) / 2}$, then $2 / p$ becomes the main term in (38), and this cannot be improved upon by the alternative method. Only under special circumstances, e.g., if $k$ is small and $N$ is very close to $p^{k / 2}$, we get a slightly better result. The proof proceeds in complete analogy with earlier proofs involving this method.

We establish now a discrepancy estimate for pseudo-random numbers based on an arbitrary linear congruential generator. Let $p$ be a prime, and let $y_{0}, y_{1}, \ldots$ be a sequence of integers in the least residue system modulo $p$ satisfying the $k$ th order linear congruential recurrence

$$
y_{n+k} \equiv a_{k-1} y_{n+k-1}+\cdots+a_{0} y_{n}+a(\bmod p) \quad \text { for } n=0,1, \ldots
$$

where $a, a_{0}, \ldots, a_{k-1}$ are integers with $a_{0}$ not divisible by $p$. There is no condition on the initial values $y_{0}, \ldots, y_{k-1}$. The sequence $y_{0}, y_{1}, \ldots$ is purely periodic (see [11] for a general result to this effect); let $\tau$ be its period. We also associate with the sequence a number $\mu$ defined as follows (compare with [10, Lemma 3]). Let $b_{0}$, $b_{1}, \ldots$ be the sequence of integers in the least residue system modulo $p$ determined by $b_{0}=b_{1}=\cdots=b_{k-2}=0, b_{k-1}=1 \quad\left(b_{0}=1\right.$ if $\left.k=1\right)$ and

$$
\begin{equation*}
b_{n+k} \equiv a_{k-1} b_{n+k-1}+\cdots+a_{0} b_{n}(\bmod p) \quad \text { for } n=0,1, \ldots \tag{40}
\end{equation*}
$$

Then $\mu$ is taken to be the period of $b_{0}, b_{1}, \ldots$. The number $\mu$ may also be described as the maximal period of any sequence in the least residue system modulo $p$
satisfying the homogeneous linear congruential recurrence (40) (see [10, Lemma 2]).
If $y_{0}, y_{1}, \ldots$ is the sequence introduced above, let $x_{0}=y_{0} / p, x_{1}=y_{1} / p, \ldots$ be the associated sequence of pseudo-random numbers in $[0,1]$.

Theorem 8. Let $x_{0}, x_{1}, \ldots$ be the sequence of pseudo-random numbers associated with the kth order linear recurring sequence $y_{0}, y_{1}, \ldots$ modulo the prime $p$. Let $\tau$ and $\mu$ be the numbers described above. Then, for $1 \leqslant N \leqslant \tau$, the discrepancy $D_{N}$ of the points $x_{0}, x_{1}, \ldots, x_{N-1}$ satisfies the inequality

$$
D_{N}<\frac{2}{p}+\frac{p^{k / 2}}{N}(\tau / \mu)^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}+\frac{N}{\tau}\right)\left(\frac{2}{\pi} \log p+\frac{2}{5}\right)
$$

Proof. For g.c.d. $(b, p)=1$ and any integer $c$, we have

$$
\left|\sum_{n=0}^{\tau-1} e\left(b y_{n} / p\right) e(c n / \tau)\right| \leqslant p^{k / 2}(\tau / \mu)^{1 / 2}
$$

according to [10, Theorem 1] (compare also with [10, Theorem 4]). Then, for $1 \leqslant$ $N \leqslant \tau$ and g.c.d. $(b, p)=1$, we get by the method of Lemma 3,

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e\left(b y_{n} / p\right)\right| & \leqslant \frac{1}{\tau} \sum_{c=1}^{\tau}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|\left|\sum_{n=0}^{\tau-1} e\left(b y_{n} / p\right) e(c n / \tau)\right| \\
& \leqslant \frac{1}{\tau} p^{k / 2}(\tau / \mu)^{1 / 2}\left(\sum_{c=1}^{\tau-1}\left|\sum_{y=0}^{N-1} e(-c y / \tau)\right|+N\right) \\
& <p^{k / 2}(\tau / \mu)^{1 / 2}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}+\frac{N}{\tau}\right)
\end{aligned}
$$

The desired inequality follows now from Lemma 4.
The remarks following Theorem 7 are, mutatis mutandis, also applicable in the present situation. Theorem 8 suggests that those sequences $y_{0}, y_{1}, \ldots$ with a period considerably larger than $p^{k / 2}$ seem to be useful as random number generators. This condition is, of course, satisfied for maximal period sequences modulo $p$.
5. Lower Bounds. In this section, we shall discuss the effectiveness of the discrepancy estimates established in this paper. It will turn out that the estimates are best possible apart from logarithmic factors. The results of this section are based on the following lemma.

Lemma 11. For any points $t_{0}, \ldots, t_{N-1}$ in $[0,1)$ with discrepancy $D_{N}$, we have

$$
\left|\sum_{n=0}^{N-1} e\left(t_{n}\right)\right| \leqslant 4 N D_{N} .
$$

Proof. See [4, Chapter 2, Corollary 5.1].
The following theorem should be compared with the results in Theorem 1 and 4.
Theorem 9. Let $m$ be a prime, let $r$ be an integer, and let $\lambda$ with g.c.d. $(\lambda, m)=1$
belong to an exponent $\mu$ modulo $m$ with $\mu \geqslant(m-1) / 2$ (e.g., $\lambda$ a primitive root modulo $m$ ). Then there exists a sequence $y_{0}, y_{1}, \ldots$ in the least residue system modulo $m$ with g.c.d. $\left(y_{0}, m\right)=1$ and $y_{n+1} \equiv \lambda y_{n}+r(\bmod m)$ for $n=0,1, \ldots$ such that the associated sequence $x_{0}, x_{1}, \ldots$ of pseudo-random numbers in $[0,1]$ satisfies

$$
\begin{equation*}
D_{N}\left(x_{0}, \ldots, x_{N-1}\right)>m^{1 / 2} / 8 N \tag{41}
\end{equation*}
$$

for some integer $N$ with $1 \leqslant N \leqslant \mu$.
Proof. The case $m=2$ being trivial, we assume that $m$ is an odd prime, and we set $N=(m-1) / 2$. Then, with empty sums being interpreted as zero,

$$
\begin{aligned}
S= & \sum_{b=1}^{m-1}\left|\sum_{n=0}^{N-1} e\left(\left(b \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r\right) / m\right)\right|^{2} \\
= & \sum_{b=1}^{m-1} \sum_{h, j=0}^{N-1} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right) \\
& \cdot e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) \\
= & \sum_{h, j=0}^{N-1} e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) \\
& \cdot \sum_{b=1}^{m-1} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right) .
\end{aligned}
$$

The inner sum is $m-1$ for $h=j$; for $h \neq j$, we have $\lambda^{h}-\lambda^{j} \neq 0(\bmod m)$, and so, the inner sum is -1 . Therefore,

$$
\begin{aligned}
S= & \frac{(m-1)^{2}}{2} \\
& \quad-\sum_{h, j=0 ; h \neq j}^{N-1} e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) .
\end{aligned}
$$

The sum occurring here is real and contains $N(N-1)$ terms. Therefore,

$$
S \geqslant \frac{(m-1)^{2}}{2}-\frac{(m-1)(m-3)}{4}=\frac{m^{2}-1}{4}
$$

Recalling the definition of $S$, it follows that there exists an integer $b_{0}, 1 \leqslant b_{0} \leqslant m-$ 1, with

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e\left(\left(b_{0} \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r\right) / m\right)\right|^{2} \geqslant \frac{m+1}{4}>\frac{m}{4} . \tag{42}
\end{equation*}
$$

Now let $y_{0}, y_{1}, \ldots$ be the sequence in the least residue system modulo $m$ determined by $y_{0}=b_{0}$ and $y_{n+1} \equiv \lambda y_{n}+r(\bmod m)$ for $n=0,1, \ldots$. Then one shows by induction that $y_{n} \equiv b_{0} \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r(\bmod m)$ for $n=0,1, \ldots$, and so (41) follows from (42) and Lemma 11.

We note that the number $\mu$ in Theorem 9 is also the period of $x_{0}, x_{1}, \ldots$ if $\lambda \not \equiv 1(\bmod m)$ (which holds for $m \geqslant 5)$ and $(\lambda-1) y_{0}+r \not \equiv 0(\bmod m)$. The following theorem should be compared with the results in Theorem 3 and 6.

Theorem 10. Let $m=p^{\alpha}$, $p$ prime, $\alpha \geqslant 2$; let $r$ be an integer; and let $\lambda$ with g.c.d. $(\lambda, m)=1$ belong to the largest possible exponent $\mu$ modulo $m$ (i.e., $\mu=\varphi(m)$ if $p$ is odd or $m=4$, and $\mu=2^{\alpha-2}$ if $m=2^{\alpha}$ with $\alpha \geqslant 3$ ). Then there exists a sequence $y_{0}, y_{1}, \ldots$ in the least residue system modulo $m$ with g.c.d. $\left(y_{0}, m\right)=1$ and $y_{n+1} \equiv$ $\lambda y_{n}+r(\bmod m)$ for $n=0,1, \ldots$ such that, for some integer $N$ with $1 \leqslant N \leqslant \mu$, the associated pseudo-random numbers $x_{0}, \ldots, x_{N-1}$ in $[0,1]$ satisfy

$$
\begin{equation*}
D_{N}\left(x_{0}, \ldots, x_{N-1}\right) \geqslant \frac{\left(p^{2}-1\right)^{1 / 2} m^{1 / 2}}{8 p N} \text { if } p \text { is odd } \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{N}\left(x_{0}, \ldots, x_{N-1}\right) \geqslant \frac{m^{1 / 2}}{8 \sqrt{2} N} \quad \text { if } p=2 \tag{44}
\end{equation*}
$$

Proof. For $m=4$ and $m=8$, this is shown by choosing $N=1$. Thus, we may assume that $p$ is odd or that $m=2^{\alpha}$ with $\alpha \geqslant 4$. We set $N=q \mu / p$, where $q=1$ if $p=2$ and $q=(p-1) / 2$ if $p$ is odd. We use asterisks to denote summations restricted to be over integers relatively prime to $m$. Then, with empty sums being interpreted as zero,

$$
\begin{aligned}
S= & \left.\sum_{b=0}^{m-1}\right|^{n}\left|\sum_{n=0}^{N-1} e\left(\left(b \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r\right) / m\right)\right|^{2} \\
= & \sum_{b=0}^{m-1} \sum_{h, j=0}^{N-1} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right) \\
& \cdot e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) \\
= & \sum_{h, j=0}^{N-1} e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) \\
& \sum_{b=0}^{m-1} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right) \\
= & N \varphi(m)+\sum_{\substack{h, j=0 \\
h \neq j}}^{N-1} e\left(\left(\lambda^{h-1}+\lambda^{h-2}+\cdots+1-\lambda^{j-1}-\lambda^{j-2}-\cdots-1\right) r / m\right) \\
& \cdot \sum_{b=0}^{m-1} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right) \\
\geqslant & N \varphi(m)-\sum_{\substack{h, j=0 \\
h \neq j}}^{N-1}\left|\sum_{b=0}^{m-1}{ }^{*} e\left(b\left(\lambda^{h}-\lambda^{j}\right) / m\right)\right| .
\end{aligned}
$$

The inner sum in the last expression is a Ramanujan sum with $\lambda^{h}-\lambda^{j} \neq 0(\bmod m)$. By the formula for Ramanujan sums mentioned in the proof of Lemma 5, only those sums with $\lambda^{h} \equiv \lambda^{j}\left(\bmod p^{\alpha-1}\right)$ will be nonzero, the value being $-m / p$ in this case.

Since $\lambda$ belongs to the exponent $\mu / p$ modulo $p^{\alpha-1}$, the congruence $\lambda^{h} \equiv \lambda^{j}\left(\bmod p^{\alpha-1}\right)$ is equivalent to $h \equiv j(\bmod (\mu / p))$. It follows that

$$
\begin{equation*}
S \geqslant N \varphi(m)-2 m T / p \tag{45}
\end{equation*}
$$

where $T$ is the number of ordered pairs $(h, j)$ with $0 \leqslant h<j \leqslant N-1$ and $h \equiv j$ $(\bmod (\mu / p))$. For each $s, 1 \leqslant s \leqslant q-1$, we have $j-h=s \mu / p$ for the ordered pairs $(0, s \mu / p),(1, s \mu / p+1), \ldots,(N-1-s \mu / p, N-1)$. Therefore,

$$
T=\sum_{s=1}^{q-1}\left(N-\frac{s \mu}{p}\right)=\frac{\mu}{p} \sum_{s=1}^{q-1}(q-s)=\frac{\mu}{p} \cdot \frac{q(q-1)}{2} .
$$

Together with (45), we get

$$
\begin{equation*}
S \geqslant \frac{\mu}{p}\left(q \varphi(m)-\frac{m}{p} q(q-1)\right) \tag{46}
\end{equation*}
$$

Now let $p=2$. Then $S \geqslant \varphi(m) \mu / 2$, and the definition of $S$ implies that there exists a $b_{0}$ in the least residue system modulo $m$ with g.c.d. $\left(b_{0}, m\right)=1$ and

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e\left(\left(b_{0} \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r\right) / m\right)\right|^{2} \geqslant \frac{\mu}{2}=\frac{m}{8} . \tag{47}
\end{equation*}
$$

Now let $y_{0}, y_{1}, \ldots$ be the sequence in the least residue system modulo $m$ determined by $y_{0}=b_{0}$ and $y_{n+1} \equiv \lambda y_{n}+r(\bmod m)$ for $n=0,1, \ldots$. Then one shows by induction that $y_{n} \equiv b_{0} \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r(\bmod m)$ for $n=0,1, \ldots$, and so (44) follows from (47) and Lemma 11.

If $p$ is ocid, we use $q=(p-1) / 2$ and $\mu=\varphi(m)$ to deduce from (46) that

$$
\begin{aligned}
S & \geqslant \frac{\varphi(m)}{p}\left(\frac{p-1}{2} \varphi(m)-\frac{m(p-1)(p-3)}{4 p}\right) \\
& =\varphi(m) \frac{m}{4 p^{2}}\left(2(p-1)^{2}-(p-1)(p-3)\right) \\
& =\varphi(m)\left(p^{2}-1\right) m / 4 p^{2} .
\end{aligned}
$$

By the definition of $S$, there exists a $b_{0}$ in the least residue system modulo $m$ with g.c.d. $\left(b_{0}, m\right)=1$ and

$$
\left|\sum_{n=0}^{N-1} e\left(\left(b_{0} \lambda^{n}+\left(\lambda^{n-1}+\lambda^{n-2}+\cdots+1\right) r\right) / m\right)\right|^{2} \geqslant \frac{\left(p^{2}-1\right) m}{4 p^{2}}
$$

The proof is now completed in the same way as in the case $p=2$.
If $p$ is odd, then for the number $\lambda$ from Theorem 10 we have $\rho=0$ in Lemma 8, so that according to this lemma the number $\mu$ from Theorem 10 is equal to the period of $x_{0}, x_{1}, \ldots$ if and only if $(\lambda-1) y_{0}+r$ is not divisible by $p$. If $p=2$, then $\rho=1$ or 2 , and according to Lemma 8 the number $N=\mu / 2$ used in the proof of Theorem 10 for $m \geqslant 16$ is less than or equal to the period of $x_{0}, x_{1}, \ldots$ if and only if $\omega \leqslant \rho+1$, where $\omega$ is the largest integer with $2^{\omega} \mid\left((\lambda-1) y_{0}+r\right)$.

If one drops the condition g.c.d. $\left(y_{0}, m\right)=1$ in Theorems 9 and 10 , one gets analogous results by going through exactly the same method (which, in fact, becomes simpler if no restriction on $y_{0}$ is imposed). The resulting statements are, however, only of interest in the inhomogeneous case. Obviously, the method in the proof of Theorems 9 and 10 yields also results for any prescribed value of $N$ with $1 \leqslant N \leqslant \mu$.

Finally, we shall discuss the inequality (38) in Theorem 7. Since $x_{0}, x_{1}, \ldots$, $x_{N-1}$ are rationals with denominator $p$, we clearly must have $D_{N} \geqslant 1 / p$ (this remark applies also to Theorem 8), which shows that the main term $2 / p$ in (38) is correct up to a constant. Furthermore, we have shown in [10, Theorem 5] that for every primitive polynomial modulo $p$ of degree $k$ there exists a corresponding maximal period sequence $y_{0}, y_{1}, \ldots$ modulo $p$ and an integer $N$ with $1 \leqslant N \leqslant p^{k}-1$ such that

$$
\left|\sum_{n=0}^{N-1} e\left(y_{n} / p\right)\right|>\frac{1}{2} p^{k / 2}
$$

It follows then from Lemma 11 that for the associated pseudo-random numbers $x_{0}, x_{1}$, $\ldots, x_{N-1}$ we have

$$
D_{N}>p^{k / 2} / 8 N
$$

This shows that for small values of $k$ the second term on the right-hand side of (38) is needed, at least up to logarithmic factors.

Added in Proof. The techniques in this paper can be extended to obtain results on the statistical independence of successive terms of sequences of linear congruential pseudorandom numbers. This is carried out in the author's paper "Pseudo-random numbers and optimal coefficients" to appear in Advances in Math.
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